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Abstract 
 

Federated learning aims to protect data privacy by collaboratively learning a model 
without sharing private data among users. However, an adversary may still be able to infer 
the private training data by attacking the released model. Differential privacy (DP) 
provides a statistical guarantee against such attacks, at a privacy of possibly degenerating 
the accuracy or utility of the trained models. In this paper, we apply a utility enhancement 
scheme based on Laplacian smoothing for differentially-private federated learning (DP-
Fed-LS), where the parameter aggregation with injected Gaussian noise is improved in 
statistical precision. We provide tight closed-form privacy bounds for both uniform and 
Poisson subsampling and derive corresponding DP guarantees for differential private 
federated learning, with or without Laplacian smoothing. Experiments over MNIST, 
SVHN and Shakespeare datasets show that the proposed method can improve model 
accuracy with DP-guarantee under both subsampling mechanisms. 
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